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Abstract

In a typical differential item functioning (DIF) analysis, a significance test is conducted
for each item. As a test consists of multiple items, such multiple testing may increase
the possibility of making a Type I error at least once. The goal of this study was to
investigate how to control a Type I error rate and power using adjustment proce-
dures for multiple testing, which have been widely used in applied statistics. In the
simulation, four distinct DIF methods were performed under various testing condi-
tions. The methods were the Mantel–Haenszel (MH) method, the logistic regression
(LR) procedure, the Differential Functioning Item and Test (DFIT) framework, and
Lord’s chi-square test. As an adjustment procedure, the Bonferroni correction,
Holm’s procedure, or the Benjamini and Hochberg (BH) false discovery rate was
applied. The results showed the MH and the LR clearly benefited from Holm’s and
the BH adjustments, whereas the DFIT and Lord’s chi-square test did not require
adjustments for conditions under this study.
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A differential item functioning (DIF) study often involves significance testing of mul-

tiple items (i.e., the whole test). Such multiple testing may increase the possibility of

committing a Type I error at least once (Shaffer, 1995), which leads to a high possi-

bility of incorrectly identifying non-DIF items as DIF items. Falsely identifying DIF

items can weaken the validity of the assessment. Hence, the quality of a test assess-

ment is related to a Type I error rate and how to control the inflation of its rate.
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Adjustment procedures in multiple testing can be effective in controlling a Type I

error rate (Shaffer, 1995). Although several DIF researchers (e.g., Penfield, 2001;

Thissen, Steinberg, & Kuang, 2002) have demonstrated the usefulness of adjustment

procedures, such as the Bonferroni correction (Bonferroni, 1936) or the Benjamini–

Hochberg (BH) false discovery rate (Benjamini & Hochberg, 1995), it appears to be

the exception rather than the rule to apply any type of adjustment procedures in

applied DIF literature. Thus, the comparison of adjustment procedures should be of

interest.

This study sought an effective way of controlling a Type I error rate by applying

three adjustment procedures of multiple testing that have been commonly used as

statistical methods in social science. Adjustment procedures are often referred to as

controlling for ‘‘fishing expeditions.’’ Three existing adjustment procedures were

considered, the Bonferroni correction, the Holm’s (1979) procedure (also known as

the improved Bonferroni’s procedure), and the BH false discovery rate, since these

three procedures are simple and easy to implement.

The Bonferroni correction has been used as one of most common adjustments for

several decades in statistics. Holm’s (1979) procedure is an improved procedure that

is more powerful than Bonferroni’s procedure (Holland & Copenhaver, 1987).

Holm’s procedure is similar to Bonferroni’s, but it is known to be less conservative

because it is less corrective as the number of tests increases and is based on the

ordered p-values from each test. The ordered p-value methods are strong for control-

ling a Type I error rate when the test statistics are independent (Shaffer, 1995).

Whereas the Bonferroni correction and the Holm’s procedure seek to control a

family-wise Type I error rate, the Benjamini and Hochberg (1995) procedure con-

trols expected false positive discovery rates (FDR) by defining a sequential p-value

procedure.

In an attempt to compare different types of DIF methods, four distinct DIF meth-

ods were selected: the Mantel–Haenszel (MH) method (Holland & Thayer, 1988), the

logistic regression (LR) procedure (Swaminathan & Rogers, 1990), the Differential

Functioning Item and Test (DFIT) framework (Raju, Linden, & Fleer, 1995), and

Lord’s chi-square test (Lord, 1980). The first two methods are referred to here as

non-IRT (non–item response theory) methods as they do not require item calibration

using the IRT. In particular, as a non-IRT based method, the MH method and LR pro-

cedure were selected in this study, since those methods are easy to access and have

been used as popular statistical methods in social science areas, including DIF

research. Furthermore, they are distinct in their approach to significance testing.

For the non-IRT based methods, the MH method and LR have been used to iden-

tify DIF items for more than 20 years. The MH method is an extension of the tradi-

tional two-way chi-square test of independence to the situation in which three

variables are completely crossed, namely, group membership, performance on the

item, and any number of levels of the attribute (Fidalgo & Madeira, 2008; Holland &

Thayer, 1988; Mantel & Haenszel, 1959). In MH, we assume that the odds of getting

the item correct across all score levels are the same in both focal and reference
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groups. Then the hypothesis is tested whether there is a significant association of a

common odds ratio between groups. LR is the procedure that is used widely in statis-

tical literature, which uses a model that links a categorical outcome with one or more

predictor variables that can be either continuous or categorical (Swaminathan &

Rogers, 1990; Zumbo, 1999). It is a simple and traditional way for detecting DIF

items, where the group variable and conditioning variable (total score) are predictors

in the model. Then, corresponding chi-squared values of predictors are tested to see

if there is any significant difference.

For the IRT-based methods, DIFT compares two item characteristic curves

(ICCs), and Lord’s chi-square test compares item parameter estimates. DFIT is simi-

lar to the area measures (Raju, 1988), but instead of measuring the area between two

ICCs, it calculates the average squared difference between two ICCs. See Oshima

and Morris (2008) for more details. The noncompensatory DIF (NCDIF) index in

DFIT has a unique significance test that relies on computer simulation. Oshima,

Raju, and Nanda (2006) proposed a simulation-based significance test for NCDIF in

which the cutoff value for each item is determined by (1 2 a) percentile rank score

from a frequency distribution of NCDIF values under the no DIF conditions over

many replications. More information on Lord’s chi-square test can be found in

Hambleton, Swaminathan, and Rogers (1991).

As for the two IRT-based methods, Lord’s chi-square test is based on a theoretical

chi-square distribution, whereas the significance test for NCDIF in DFIT is based on

an empirical distribution resulting from computer simulation. Lord’s chi-square test

was chosen as a contrast technique to DFIT. DFIT is a newer and more versatile

IRT-based DIF technique than the Lord’s chi-square test, as it can be used with vari-

ous data types (dichotomous/polytomous) in various IRT models (unidimensional/

multidimensional).

Previous researchers have used adjustment procedures in DIF studies. The com-

parison of adjustment procedures between non-IRT based and IRT-based methods,

however, has been rarely investigated. Since the DIF detection procedures from the

non-IRT based and the IRT-based methods were quite different, they may react dif-

ferently under different adjustment procedures. The main goal of this study is to

investigate the effect of adjustment procedures for multiple testing in the context of

DIF studies:

The three research questions in this study are as follows:

Research Question 1: What is the effect of adjustment procedures on the test-

wide Type I error rate for the four DIF methods?

Research Question 2: What is the effect of adjustment procedures on the power

for the four DIF methods?

Research Question 3: Which of the three adjustment procedures (the

Bonferroni correction, Holm’s procedure, and the BH false discovery rate)

works the best for the four DIF methods?
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Review of Related Literature

Three Adjustment Procedures

The Bonferroni correction and Holm’s procedure are a widely used adjustment pro-

cedure of controlling multiple tests (Holland & Cohenhaver, 1987). In particular,

Holm’s procedure has been used often in the areas of clinical trials and biology

(Soulakova, 2009). In the measurement area, Reschly, Busch, Betts, Deno, and Long

(2009) used Holm’s procedure for evaluating appropriate curriculum-based measure-

ments of reading outcomes.

DIF analysis is based on multiple testing associated with testing every item one at

a time, thus the use of adjustment procedures has been applied in assessing DIF

among multiple groups and evaluating DIF items (Crane, van Belle, & Larson, 2004;

Penfield, 2001; Stark, Chernyshenko, & Drasgow, 2006). Penfield (2001) applied the

Bonferroni correction to the MH method, and the results showed the good control of

a Type I error rate. Steinberg (2001) also applied the BH method on the IRTLR (item

response theory log-likelihood ratio) procedure, for the comparison between the p

values of the chi-squares and the BH-corrected p values. The result showed that the

BH-corrected p values emerged slightly larger than observed p values. It could be

interpreted that the BH procedure of correcting p values is more effective in reducing

a Type I error than the observed p values.

Several research studies found that the BH false discovery rate was proved to yield

much greater power than the widely used Bonferroni, which is based on controlling

Type I error rates (Benjamini & Hochberg, 1995; Thissen et al., 2002; Williams,

Jones, & Tukey, 1999). However, one finding shows that there is little difference

among those adjustment procedures. In particular, with the presence of nonuniform

DIF condition and ordinal items, four adjustment procedures (the Bonferroni, Holm,

Hochberg, and Sidak procedures) showed the same results in ordinal logistic regres-

sion (Crane et al., 2004). See the appendix for an illustrated example of the three

adjustment procedures.

Method

Study Design for the Simulation Study
Data generation. Using SAS, the dichotomous scored data were generated with a

three-parameter IRT model. Examinee abilities were assumed to follow the standard

normal distribution. The probability of a correct response to an item was calculated

based on prespecified item parameters from Oshima et al. (2006; see Table 1). The

basis probability was generated at random from the uniform distribution. When com-

paring the calculated probability and a basis probability, if the basis probability was

less than the calculated probability, the simulated item response was scored as cor-

rect (1); otherwise, it was scored as incorrect (0).

Sample size and test length. The total sample size selected for this study was

2,000 (1,000 for the reference group and 1,000 for the focal group) and 1,000 (500
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for the reference group and 500 for the focal group). Sample size of 1,000 each

would provide a sufficient sample size for item calibration for the IRT methods.

Since the current recommendation of the DFIT is to use equal sample sizes,

Table 1. Item Parameters for the 40-Item Test and the 20-Item Test.

Item Reference Focal (10%)

40 20 a b a B

1 1 0.55 0
2 0.55 0
3 2 0.73 21.04
4 0.73 21.04
5 3 0.73 0
6 0.73 0
7 4 0.73 0
8 0.73 0
9 5 0.73 1.04
10 0.73 1.04
11 6 1 21.96
12 1 21.96
13 7 1 21.04
14 1 21.04
15 8 1 21.04
16 1 21.04
17 9 1 0 1 0.3
18 1 0 1 0.3
19 10 1 0 1 0.5
20 1 0 1 0.5
21 11 1 0 1 0.7
22 1 0 1 0.7
23 12 1 0
24 1 0
25 13 1 1.04
26 1 1.04
27 14 1 1.04
28 1 1.04
29 15 1 1.96
30 1 1.96
31 16 1.36 21.04
32 1.36 21.04
33 17 1.36 0
34 1.36 0
35 18 1.36 0
36 1.36 0
37 19 1.36 1.04
38 1.36 1.04
39 20 1.8 0
40 1.8 0

462 Educational and Psychological Measurement 73(3)



unequal sample sizes were not considered in this current study. For the test length,

lengths of 20 items and 40 items were chosen as common assessments are con-

structed with equal or fewer than 40 items (Jodoin & Gierl, 2001; Narayanan &

Swaminathan, 1994; Raju et al., 1995; Rogers & Swaminathan, 1993; Roussos &

Stout, 1996).

Percent of DIF level. Table 1 shows how DIF was embedded. The percentage of

DIF was constant at 15%. All a-, b-, and c-item parameters were set to be the same

for both reference and focal groups, except that three items (Item 9, 10, and 11) in the

20-item test and 6 items (Item 17, 18, 19, 20, 21, and 22) in the 40-item test where a-

parameter and c-parameter for the reference and focal group were equal. The magni-

tude of DIF was determined by the b-parameter. Swaminathan and Rogers (1990)

also used the b-difference for the focal and reference groups and defined .64 as the

baseline for purporting large DIF (Category C). For medium DIF, they specified .48

as the b-difference. In this study, 0.7 difference of b-parameter was denoted as large

DIF magnitude (i.e., Items 21 and 22 in the 40-item test, and Item 11 in the 20-item

test), 0.5 difference of b-parameter as medium magnitude (i.e., Items 19 and 20 in the

40-item test, and Item 10 in the 20-item test), and 0.3 difference of b-parameter as

small magnitude (i.e., Items 17 and 18 in the 40-item test, and Item 9 in the 20-item

test).

DIF detection procedure. This study examined only uniform DIF across groups,

whereas there are two types of DIF: uniform DIF and nonuniform DIF. For the DIF

detection of non-IRT methods, ability matching for reference and focal groups was

performed by calculating the total scores before detecting DIF items (Zwick,

Donoghue, & Grima, 1993) and then the statistics were calculated using the MH

method and the logistic regression. The DIF detection for IRT-based methods was

conducted by two-stage linking procedures, and then the statistics were calculated

using the DFIT method and Lord’s chi-square test.

Results

The overall Type I error rate and degree of power were assessed when multiple

items were tested concurrently, although individual tests of each item were con-

ducted at a Type I error rate of .05. In order to evaluate the inflation of a Type I

error rate, Bradley’s (1978) liberal robustness criterion range of .025 to .075 was

used.

The test-wide Type I error rate for this study was calculated as follows. The simu-

lation conducted 100 replications (test sets). First, for each replication (a test set), the

occurrences of false positives out of all non-DIF items were counted. Then, the pro-

portion of these counts was calculated per test set, focusing on the practical point of

view as to how many items were falsely identified as DIF items in each test set. A

Type I error rate reported in this study is the average of these proportions over 100

replications.
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The power in this study was also of interest. We examined the trend of power with

three types of DIF magnitude (large, medium, and small). The power was calculated

in the similar way as the Type I error rate was calculated. First, the proportion of true

positives out of all DIF items with a specific DIF magnitude was calculated for each

replication. Then the power with a corresponding DIF magnitude is the average of

these proportions over 100 replications.

The Effect of the Three Adjustment Procedures

For non-IRT based methods, most unadjusted Type I error rates of the MH method

and LR were greater than 0.10 (Table 2). For instance, before adjustments, MH’s

Type I error rate with a sample size of 1,000/1,000 for the 40-item test was 0.12,

which means that about 4 out of 34 non-DIF items were flagged for DIF. When put

it into a practical testing situation, this is problematic as almost half of the flagged

items on a test are non-DIF items (assuming up to 6 DIF items are also flagged). The

larger sample size as well as longer test resulted in more inflation of Type I error

rate. However, it is noteworthy that increasing the test length from 20 to 40 resulted

in only about 20% increase in the Type I error rate.

For the power, the main concern is the detection rates for medium and large

DIF items, as those are the items typically to be considered for removal.

Bonferroni’s procedure often resulted in an undesirable decrease in power. For

example, with the 20-item, 500/500 condition, MH’s power decreased from .91 to

.63 for large DIF. Although the Type I error rate decreased from .07 to .02, the

advantage does not seem to justify the noticeable lack of power. On the other

hand, both Holm’s and BH’s procedures maintained a good balance of decreasing

the Type I error rate while keeping the power, namely, keeping the power for large

DIF larger than .80. The results from MH and LR are similar, but the inflation of

Type I error was slightly worse for LR. For IRT-based methods, interestingly,

DFIT and LR both did not show any inflation of Type I error before adjustment.

Therefore, the adjustment was not necessary. When the adjustments were made

anyway, Lord’s chi-square suffered substantial loss of power. On the other hand,

DFIT maintained reasonable power, especially with an adequate sample size

(1,000 in each group) along with medium to large DIF. The comparison of DIFT

and Lord’s chi-square clearly shows that DFIT is a preferred method over Lord’s

chi-square as the latter seriously lacks power especially with a smaller sample

size.

In sum, the results show that MH and LR benefited from Holm’s or BH’s adjust-

ment procedures at all test lengths and sample sizes considered in this study. The

Type I error rates for those methods were reduced after adjustment procedures

(mostly within Bradley’s liberal criterion, between .025 and .075, while maintaining

reasonable power). On the other hand, IRT-based procedures did not benefit from

the adjustment procedures as the inflation of Type I errors was not observed under

conditions in this study.
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Discussion

Conclusion and Significance

In this study, Holm’s procedure and the BH false discovery rate were effective in

controlling the Type I error rates of MH and LR. In particular, the BH false discov-

ery rate seemed to be the most balanced method in lowering the Type I error rate,

compared with the Bonferroni correction and Holm’s procedure as previous research

also suggested (Penfield, 2001; Thissen et al., 2002).

One negative effect of using such procedures, however, was the decreased power.

The analysis of power showed a very strong and consistent pattern that DIF items

were detected with (almost) perfect accuracy with the large DIF magnitude. The

power was consistently high even after adjustments with this large DIF magnitude.

This is important, as in a practical testing situation, large DIF is of primary concern.

However, when the DIF magnitude was medium, the power was reduced substan-

tially after three adjustments were applied in most conditions. Even though all three

procedures reduced the power when the DIF magnitude was medium, the BH false

discovery rate seemed to lose power the least.

Another interesting finding of this study is that the Type I error rate of the DFIT

method and of the Lord’s chi-square test were well-controlled even before adjust-

ment. Therefore, for the IRT-based tests investigated here, adjustment may not be

necessary. Furthermore, it is encouraging that, for DFIT, if the adjustment was

applied regardless, the loss of power was not a concern for medium–large DIF, given

sufficient sample size (1,000 in each group).

This study has some limitations. First, this study investigated only one aspect of

DIF detection practice, that is hypothesis testing. In practice, DIF would be evaluated

by both hypothesis testing and effect size. It was our intention in this study, however,

to improve the hypothesis testing side of DIF analysis. Second, this study aimed at

investigating uniform type of DIF that one group has a consistently better chance of

correctly answering an item across the ability range. Further study will also incorpo-

rate an additional analysis with nonuniform type of DIF, in which one group does not

have a consistently better chance of correctly answering an item.

Future study can evaluate the effectiveness of adjustment procedures along with

the use of effect size. MH and LR offer well-established effect size measures (Dorans

& Holland, 1993). It should be noted, however, that effect sizes for Lord’s chi-square

test and DIFT are not currently available. Second, generalization of this study is lim-

ited to the conditions investigated here, including the type of DIF (defining DIF mag-

nitude by using b-parameter only), test length, sample size, ability distributions, and

DIF methods. In particular, further study is needed that includes the conditions where

ability distributions differ between the focal and reference groups (i.e., impact) and

other popular DIF indices, such as the likelihood ratio test. Despite its limitations, this

study demonstrated that the effectiveness of adjustment procedures depended on DIF

methods, and, in particular, adjustment might not be necessary for some IRT-based

DIF methods.
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Appendix

Application of Three Adjustment Procedures (i.e., 15 items, family-wise alpha
of .05)
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